**Problem Statement - I**

This assignment contains two parts. **Part-I is a programming assignment (to be submitted in a Jupyter Notebook), and Part-II includes subjective questions (to be submitted in a PDF file)**.

Part-II is given on the next page.

**Assignment Part - I**

A classic problem in the field of pattern recognition is that of **handwritten digit recognition**. Suppose that you have images of handwritten digits ranging from 0-9 written by various people in boxes of a specific size - similar to the application forms in banks and universities.

The goal is to develop a model that can correctly identify the digit (between 0-9) written in an image.

**Objective**

You are required to develop a model using Support Vector Machine which should correctly classify the **handwritten digits from 0-9** based on the**pixel values given as features**. Thus, this is a 10-class classification problem.

**Data Description**

For this problem, we use the **MNIST data** which is a large database of handwritten digits. The 'pixel values' of each digit (image) comprise the features, and the actual number between 0-9 is the label.

Since each image is of 28 x 28 pixels, and each pixel forms a feature, there are 784 features. MNIST digit recognition is a well-studied problem in the ML community, and people have trained numerous models (Neural Networks, SVMs, boosted trees etc.) achieving error rates as low as 0.23% (i.e. accuracy = 99.77%, with a convolutional neural network).

Before the popularity of neural networks, though, models such as SVMs and boosted trees were the state-of-the-art in such problems.

[This webpage (from the original contributors of the dataset)](http://yann.lecun.com/exdb/mnist/) tabulates the accuracies achieved by various classification models.

In this assignment, try experimenting with various hyperparameters in SVMs and observe the highest accuracy you can get. With a sub-sample of 10-20% of the training data (see note below), you should expect to get an accuracy of more than 90%.

**Important Note:**

Since the training dataset is quite large (42,000 labelled images), it would take a lot of time for training an SVM on the full MNIST data, so you can sub-sample the data for training (10-20% of the data should be enough to achieve decent accuracy). Also, running a GridSearchCV() may take hours if you use a large value of k (fold-CV) such as 10 and a wide range of hyperparameters; k = 5 should be sufficient. Also, check the class-wise accuracy so as to make sure the results aren't skewed.

# Problem Statement - II

## Assignment Part-II

The following questions are the second part of the graded assignment. Please submit the answers in one PDF file. For writing normal text, please use MS Word (or similar software that can convert documents to PDF). For equations and figures, you can write/draw them on a blank sheet of paper using a pen, click images and upload them in the same Word document.

The final submission will be in the form of one PDF file. A sample PDF to illustrate the submission format is provided below.

**Note**: Avoid copying and pasting from anywhere, and type the answers in your own words; your solution files will be tested using automatic plagiarism checkers and will attract a heavy penalty if plagiarism is detected.

Please limit your answers to less than 500 words per question.

**Question 1**

How is Soft Margin Classifier different from Maximum Margin Classifier?

**Question 2**

What does the slack variable Epsilon (ε) represent?

**Question 3**

How do you measure the cost function in SVM? What does the value of C signify?

**Question 4**

**![](data:image/jpeg;base64,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)**

Given the above dataset where red and blue points represent the two classes, how will you use SVM to classify the data?

**Question 5**

What do you mean by feature transformation?